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How do chatbots transform various work-related activities within a mid-size company? How 

can chatbots make our lives easier at the workplace? What are the conditions for their 

successful implementation? To answer these questions, this paper investigates how three 

chatbots were implemented and adopted in a professional context based on real user 

activity. First, we show how chatbot design processes centered on “innovation” are built on 

a fragmented vision of human activity. Second, we illustrate how the evolutive capacity of 

chatbots is inhibited by the compartmentalization of sociotechnical system actors. Next, we 

explore the emergence of potential forms of usage relevant to the aforesaid actors. To 

conclude, we discuss the potential advantages of designing chatbots based on actual user 

activity. The main objective of our research is to demonstrate the relevance of chatbot 

design processes focused on user groups, AI pertinence, and the evolutive nature of 

human-chatbot interactions. 
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1 INTRODUCTION 

Advances in Artificial Intelligence (AI) since 2010 have seen a growing number of AI-based 

interactive services emerge, the most successful of which is the chatbot [43]. Using 

automatic natural language processing algorithms, chatbots have the potential to 

communicate autonomously with humans in various interactive modes (textual, vocal) [7, 

8]. Furthermore, they are theoretically capable of learning and evolving through experience, 

for increasingly contextualized and personalized human-chatbot interactions [18, 42]. The 

chatbot, or text-based conversational agent (CA), is widely used in professional settings [9, 

35, 41]. Available 24/7, chatbots provide businesses with fast, convenient, and cost-



effective solutions in line with today’s customer relations culture increasingly focused on the 

ongoing improvement of the customer experience [16, 28, 41, 46] or the employee 

experience [45, 3]. 

 

The HCI revolution 
Appeared in 1966, with the Eliza program designed by J. Weizenbaum to simulate a 

Rogerian psychotherapist, chatbots have met with real success since the beginning of the 

2010s especially for the new possibilities to link social interactions [37]. The technological 

advances of today’s chatbots make it possible to assess the benefits of chatbot 

implementation by empirically investigating real user practices [9, 14, 22, 23, 24, 25, 44]. 

These efforts are part of a wider movement bringing together AI and HCI communities 

through a shared interest in human-centered AI [1, 23, 26, 36]. Yet prior works have shown 

a technocentric trend in AI-based system design, including chatbot design [17, 19]. From 

the perspective of the activities “replaced” by chatbots, human input is seen as a means for 

rectifying unforeseen events that machines are incapable of managing [17]. From the 

perspective of the end users, human interactions contribute to the evolutive capacity of the 

chatbot so that, by guiding chatbot interactions, they ultimately provide their own 

services [19]. Whether facilitator, trainer, supervisor, assistant, or self-producer, the human 

user is thought of as an aide to the chatbot in the design of interactive systems [14, 15, 21, 

31]. The Human-Computer interaction (HCI) community aims to bring about a paradigm 

shift: to place humans (the users), and not technologies, at the center of sociotechnical 

system [31]. The emergence of chatbots – which Microsoft likens to the Internet revolution 

– has nevertheless opened the field of HCI research by letting humans interact with systems 

in novel ways [8]. For instance, advances in AI enable natural language user-chatbot 

communication, augmenting thus the chatbot’s evolutive capacity [21]. HCI researchers 

therefore need to reevaluate user-centered design processes, notably by readjusting their 

methods to better understand and evaluate how humans utilize evolution-capable 

interactives devices [18, 25, 41]. 

 Numerous works investigate these issues empirically, drawing on data from 

questionnaires [20] and usability tests [7, 25, 41] to offer recommendations aiming to 

authenticate the usability of chatbots [7, 8, 13], the quality of interactions [21], the 

motivations [7] and expectations of users [30]. Design recommendations are thus provided, 

like clearly tell people what tasks the chatbot can do and prevent false expectations or save 

information from one task to the next [9], make clear how well the system can do what it 

can do [1], use context awareness (weather and time of day for example) [13], or implement 

in the chatbots social knowledge (humor, intimacy) [32, 13, 22]. 



 

Implementing an approach centered on real use situations 

Yet there are authors who believe that real uses and design processes need to be 

considered simultaneously [5, 39]. The underlying argument is that the user’s activity is an 

ongoing process constantly shaped by the emerging situation [33, 38]. It must therefore be 

described in real situations viewed intrinsically from the user’s perspective [38]. Such an 

approach can provide insights into what users in real-life situations consider a relevant 

interaction, while simultaneously making allowances for the time-based, context-specific, 

and singular nature of human activities [4, 27, 28, 33, 40]. This shift towards real user activity 

enables us to understand how chatbots can benefit and transform human activities, but also 

how they impact group interactions. How do chatbots transform various work-related 

activities within a mid-size company? How can chatbots make our lives easier at the 

workplace? What are the conditions for their successful implementation? The goals of this 

paper are to understand the issues around integrating chatbots into real-world work settings 

and to demonstrate the advantages of an analysis of real user activity for the design of 

chatbots. We have therefore examined the ways in which chatbots are implemented and 

utilized by exploring how different types of user groups interacted with three specific types 

of bots. 

We are also interested in determining how success in the design and deployment of AI-

based systems could be defined today. Following a presentation of the empirical findings of 

our study on the introduction of three chatbots in a professional context, we will discuss how 

the study’s results could impact the design of interactive systems in the future. 

2 CONTEXT 

The company in which the study is taking place has been betting for several years on the 

development of virtual assistants to help the businesses and the customers of the company. 

These assistants are embodied by chatbots, also called "conversational agents", which 

consist of a computer program capable of simulating a conversation with one or more 

humans by textual exchange. This study, requested by the Information Technology 

Services Department (ITSD), offers an in-depth analysis of the insertion of three chatbots 

into business practices and their reception by users. These chatbots are based on a natural 

language understanding algorithm (Natural Language Processing), a structured and 

scalable and evolving knowledge base, and a control interface for the people building the 

knowledge base. This interface also provides access to usage statistics. 

 



3 METHODOLOGY 

Our data collection is built with the aim of having data allowing to understand the context of 

introduction and the effects of the introduction of chatbots on the human activity. To do this, 

it seems relevant to us to access a variety of situations instrumented by chatbots, both in 

terms of their advancement and their field of application. With this in mind, three chatbots 

already deployed in the company have been selected: 

• the “virtual jurist”,i designed to provide the company usersii with answers to 

frequently asked legal questions;  

• the “virtual researcher,” designed to provide new researchers with domain-specific 

information through simulated exchanges with experienced retired colleagues;  

• the “virtual human relations consultant (HRC),” designed to provide users with 

answers to recurring HR questions. 

 The study therefore focused on the different groups of people revolving around theses 

chatbots, which an exploratory study distinguished into four categories: users, the people 

who use chatbots; business lines (legal experts, human relations consultants, business 

travel consultants, researchers), the areas where conversational agents can replace human 

activity; project managers, the managers who initiated the request for the chatbot 

implementation project; and chatbot supervisors, the people who ensure long-term 

chatbot operations, specifically the analysis of agent-chatbot conversations. 

 

 We conducted 27 semi-structured interviews lasting about 60 minutes each (See Table 

1) with participants from the above categories (business lines, chatbot supervisors, users, 

and project managers). On the other hand, an exchange of one hour and a half with all the 

chatbots designers (about fifteen people) was conducted.  

 A presentation of the study and the research objectives was made before starting the 

interview around a grid of themes to be addressed. These exchanges also offered the 

interviewees the possibility of moving the interview to other themes giving rise to discovery. 

The dimensions of the socio-technical context and the activity to be documented for each 

of the subject groups (users, business lines, project managers, chatbot supervisor) were 

defined upstream and dealt with the following themes: expectations related to the chatbot 

project and the tool, role of the participant in the chatbot design process, description of the 

activities related to this role, description of the uses around the chatbot and objects of the 

activity, positioning of the chatbot in relation to existing instruments systems. 

Lived experience of activity interviews [10, 11] were conducted with users to collect 

information about real-life use situations. Moreover, four real use situations were filmed and 

discussed “on the spot” (See Table 2). In addition, a study was conducted drawing on a 

corpus of documents, including the company’s user forums, its literature supporting the 



design process, its internal and external publications presenting the chatbots, and its 

chatbot back office (corpus of around thirty documents relating to chatbots). 

Table 1 semi-structured interviews: profiles of the participants met 

 Virtual jurist Virtual HRC Virtual researcher Total 

Business lines -1 jurist (m, 45) who 

participated in creating the 

chatbot knowledge base 

-1 jurist (m, 36) who 

participated in creating the 

chatbot knowledge base  

-1 HRC (f, 29) who 

participated in creating the 

chatbot knowledge base 

-1 retiree (m, 64): researcher 

whose experience was 

integrated into the chatbot 

-1 retiree (m, 65): researcher 

whose experience was 

integrated into the chatbot 

5 Business lines 

Chatbot 

supervisors 

-The “virtual jurist” supervisor 

(m, 25) 

The “virtual HRC” supervisor (f, 

28) 

The “virtual researcher” 

supervisor (f, 56) 

3 chatbot 

supervisors 

Users -1 user (f, 36): regular use 

-1 user: (f, 32): regular use 

-1 user: (m, 54): only one use 

-1 user: (m, 29): only one use 

-1 user: (f, 28): only one use 

-1 user: (m, 43): only one use 

-1 user: (f, 32): less than 5 

uses 

-1 user (m, 52): only one use 

-1 user (m, 29): only one use 

-1 user (f, 28): only one use 

-1 user: (m, 36): less than 5 uses 

-1 user: (m, 28): less than 5 uses 

-1 user (f, 41): only one use 

-1 user (m, 29): only one use 

-1 user (m, 28): only one use 

 

15 users 

Project 

managers 

-The “virtual jurist” project 

manager (f, 34) 

-The “virtual HRC” project 

manager (f, 32) 

-The “virtual researcher” project 

manager (f, 48) 

--The “virtual researcher” project 

manager (m, 51) 

4 projects 

managers 

Total 10 subjects 7 subjects 10 subjects 27 subjects 

Table 2 : real-life use situations observations: Profiles of the participants met 

 Virtual jurist Virtual HRC Virtual researcher Total 

Users -1 user (f, 32): first utilization 

Is searching for trademark registration 

information 

 

-1 user (f, 28): less than 5 uses 

Is looking for information to carry out 

a legal contract 

-1 user (m, 32): second use 

Is looking for information on 

saving for vacations 

 

 

-1 user (f, 33): only one use 

Is searching for information on a 

nuclear component 

4 users 

 

We conducted a qualitative data analysis [12] starting with a floating attention. The aim 

of such floating attention is to allow treatment categories to emerge which were not initially 

identified. Several themes thus emerged, in addition to those we wanted to document. They 

result from a work of resemblance / differences which consists of coding the units of 

meaning in multithematics. Each unit thus refers to several thematic series. Using a 

hypothetico-deductive model, chatbot usage themes and categories were determined, 

making it possible to classify the findings in terms of design processes, obstacles, and 

implementation conditions. A back and forth between facts and hypotheses finally brought 

out themes and categories of treatments, in order to highlight and organize the elements. 



The first readings of the data and their hypothetico-deductive analysis led to the 

development of a systematic analysis grid, composed of the following elements: 

• The chatbots design process; 

• Understanding of situations instrumented by chatbots: components and 

determinants of the activity; user intentions; systems of instruments mobilized by people; 

• The constraints encountered by people in the use of chatbots and the strategies 

implemented to overcome these difficulties; 

• The reorganization of work activities after the insertion of chatbots; 

• The functions of the chatbots planned by the designers and mobilized by the users 

and the functions created in the use, the forms of appropriation or abandonment of the 

chatbots by the users. 

 

Finally, the documentary corpus was the subject of a discourse analysis, in particular 

through concepts derived from the sociology of expectations [2, 6, 29]. Themes thus 

emerged, from a floating attention then from a hypothetico-deductive analysis, allowing in 

particular to identify the following semantic categories: Culture of innovation (users 

implication, motivations…) and Characterization of technoscientific promises (users 

expectations…). 

 

Empirical findings  

3.1 An approach to design centered on “innovation”  

Using AI to innovate – come what may. Firstly, our study of CA design processes reveals how 

chatbot implementation conditions are tied to aspirations of innovation. For instance, the 

introduction of the “virtual jurist” is part of a department-wide strategy promoting legal staff 

digital acculturation (project managers interview). The “virtual jurist”, inducted by the Legal 

Department in 2017, is a good illustration of the conditions for introducing this type of 

innovative device, by being part of a project initiated to strengthen “the acculturation of the 

Group's lawyers to digital technology” (discursive analysis of the corpus). The outline of the 

project emerges during a “Digital DJ” day organized in 2016 to “reflect on digital tools and 

innovative methods essential to the transformation of the legal function” The flagship tool 

that is imagined is a chatbot presented as a "conversational robot responding to thousands 

of recurring requests made daily and helping lawyers draft contracts" (discursive analysis 

of the corpus). 

Relieved of their tasks, the lawyers now focused "on complex issues that are at stake for 

the Group". Beyond its role in the organization of work, this new tool is being extended, 

characterized, in internal and external communications, by elements of language around its 

innovative character (discursive analysis of the corpus). 



Winner of two innovation prizes, the “virtual jurist” is also presented in the company as a 

benchmark for the development of internal (HR, purchasing, etc.) and external (customer 

relations) chatbots: “And then if the chatbot has won a Pulse Prize, it's also because even 

within the group, it was something recognized as innovative" (project manager interview). 

 

The implementation of the “virtual researcher” attests to a similar innovation-focused 

design, the R&D department being mainly concerned with the transfer of knowledge 

between researchers nearing retirement and those recently recruited. Though an existing 

method for knowledge capitalization, which includes a series of digital factsheets, is 

perceived by the staff in a very positive light (business lines interview), the top management 

is critical of the method, which it sees as not being innovative (project manager interview). 

The team therefore opted for a technological solution – the chatbot – in line with its “forward-

looking vision” (project managers interviews, discursive analysis of the corpus). 

 

A failed user-centered design process. The "end user" is generally represented by 

"typical users", personas (archetype of a group of people) or even design actors who put 

themselves in the shoes of "end users". In addition, the "end user" is often called in during 

the downstream phase of the design to assess the acceptability of the service. As the 

company’s business lines were not initially considered in the design process, it was hard 

for the lines of business (LOB) managers to imagine the future benefits of using chatbots in 

the completion of day-to-day tasks, as one jurist attests, for example, who tells us: “I knew 

that no one would ever ask these questions [to the chatbot] because it is too specific an 

area but we had to ask as many questions as possible quickly. So I listed some definitions” 

(business lines interviews). 

 

By the same token, the users were overlooked in the design process: it was left up to the 

LOB managers to determine how the chatbots could support the agents by “playing the part 

of the employee interacting with the chatbot” (discursive analysis of the corpus). Such an 

approach, although grounded in a user-centered vision, entails a number of risks. The 

jurists, for example, may find it difficult to put themselves in the shoes of a user with little 

legal knowledge, owing to their own legal expertise. In addition, the chatbots are not 

deemed by the users to be more effective than existing work methods, despite the touting 

of their innovative capabilities (users interviews), as a researcher illustrates: “In our 

department, when we need help, there are the [digital] factsheets. The chatbot refers us to 

them, so why shouldn’t we consult them directly?” (user interview). 

 

Unsatisfactory encounters owing to the gap between the user’s expectation and the 

system’s performance. The emphasis is placed on chatbot’s capacity for “human-like” 



communication, instead of the actual services it provides. The three chatbots are thus 

described as very efficient devices. Lastly, there is the issue of social presence (humor, 

empathy, etc.), the data integrated into the chatbots’ knowledge base to create an 

impression of warmth. For example, the “HR chatbot” is featured as a video thus leading 

the agents to expect seamless human-chatbot interactions similar to natural human-human 

exchanges, whereas this is not the case. The queries recorded in the “virtual HRC” back 

office testify to these expectations. Entries include such polite requests as “Hi, could you 

please tell me […]”. One of them is even featured in videos while the others are showcased 

in prolific external communication (discursive analysis of the corpus). 

The group’s chatbot valorization plan also focuses on performance improvement, on the 

optimization of business line activities and users satisfaction: 

“AI capabilities enable the chatbot to understand the user’s query and to retrieve the 

right answer from the legal knowledge base compiled by our jurists. If the user’s 

request requires further precision, the chatbot asks questions to clarify it. […] The 

chatbot therefore allows users to concentrate on the cases that require value-added 

analysis. The time saved makes the staff more efficient and productive, while 

contributing to employee well-being,” a legal department manager commented on 

the company’s legal intranet (discursive analysis of the corpus). 

Consequently, the users are inclined to compare the company chatbot to others CAs 

capable of simulating conversations, which may, in the case of unsatisfactory earlier 

experiences, make them less inclined to comply with requests made by the chatbot. By 

contrast, satisfactory interactions with other chat interfaces tend to lead to higher users 

expectations. One user we interviewed mentioned a disappointing experience with the “HR 

chatbot” The user, a regular user of a mass-market CA deemed highly effective, was 

disappointed with the business travel chatbot’s functions. 

 

The chatbot’s usefulness proved disappointing from the business line perspective, 

however. The departments were confronted with a technical device partly requiring staff 

support: “We were expecting too much in terms of what the tool can actually provide” 

(business lines interview). 

3.2 The design process built on a fragmented vision of human activity  

The social and material reality of today’s world ignored. The users use a range of 

resources in their day-to-day activities, notably computer-based resources. Consequently, 

they expect new devices to be designed according to standard interaction principles. The 

current approach to chatbot design which ignores prior user experiences and expectations 

results in a lack of usability. In one real-use situation we observed, a “virtual jurist” user 



attempted to click on a highlighted, underlined word but no link opened. The user had 

interpreted the underlined word as a potential meaningful event (a hyperlink click) (real-life 

use situations observations). Observations as well as data from the chatbots’ back-office 

show that, although the designers recommend that queries be formulated in full sentences, 

most agents use key words when entering requests (discursive analysis of the corpus). 

A lack of visibility among existing resources may also cause users to be less inclined to use 

the device. For example, accessing the law department bot is particularly difficult and 

therefore, discouraging. “I went there on purpose [the company website] and typed ‘chatbot’ 

in the search bar. Instead of opening the app, it pulled up articles linked to empty pages. 

[…] I have better things to do with my time…” (user interview). 

A comment left on the company portal gives another glimpse of the impression left by 

the integration of the chatbot into the existing instrument system: "Hello, I've been trying to 

access the chatbot for ten minutes. Legal Department: a great innovation put forward by 

EDF… but not by [the company portal] unfortunately ;-) You seem annoyed with the links to 

useful applications… Am I the only one wandering from page to page without finding of link 

to our applications, because the search engine links to articles on the subject but not to 

useful links? Thanks for your support because maybe I'm using [the company portal] the 

wrong way (try typing "virtual lawyer" into the search engine and you'll see what I mean). 

Kind regards. " (discursive analysis of the corpus). 

 

On the business line end, coordinating the chatbots with the existing tools is also 

problematic: “We work in business travel, so it’s a bit tricky for us, using a tool that can only 

handle requests, and another tool to deal with complaints.” (business lines interview).  Here, 

the support team expresses the difficulty of users in distinguishing the tool on which they 

can express complaints and therefore a personalized treatment of a problematic file from 

the chatbot tool dedicated to so-called general questions. This difficulty rebounds and 

complicates the work of the business lines team, which finds itself dealing with unhappy 

users because of their unprocessed cases. However, the chatbot, by anonymizing the 

conversations, does not allow the support team to process a request that has been made 

by a user. This case once again underlines the failure to take into account existing 

instruments (here, the online complaint tool) in order to adjust the role, form or even the 

very relevance of the chatbot. This point also underlines the limits of a typical replicated 

chatbot even though there are a variety of situations. 

 

Some tasks are eliminated and others… created. Our study shows that the chatbots 

were introduced by the projects managers to help with recurring tasks with limited added 

value (project managers interviews, discursive analysis of the corpus). This task-oriented 

vision points to a lack of business-line-activity systemic analysis and, as such, makes it 



difficult to assess the ways in which the introduction of chatbots may affect day-to-day 

activities, namely through the creation of new tasks. The users, for example, turn to the 

group’s jurists to validate information retrieved from the virtual jurist. One jurist received an 

e-mail saying: “I entered the following into the chatbot, this is the answer I got. Could you 

please confirm the response, namely that if I do decide to make a movie tomorrow […] I 

need to ask for an authorization?’’ (user interview). In this case, the first level of information 

is no longer communicated by the jurists, who control it, confirm it, and track it instead. 

Though a quantitative analysis of the position’s task-load show that the jurists have fewer 

recurring questions, the introduction of the chatbot has created a new verification task for 

the department (business lines interviews). 

3.3 The evolutive capacity of the chatbots inhibited by a lack of interpersonal 

interaction 

A flawed vision of the so-called “successful conversation.”  

chatbots are described by the company as autonomous conversational agents (project 

managers interviews, discursive analysis of the corpus), whereas they actually require a 

significant amount of human intervention. First, there is the knowledge base, which requires 

a cross-department collaboration between the business lines and the chatbot supervisors. 

Secondly, once the chatbots are up and running, the knowledge bases need to be gradually 

expanded through the analysis of failed requests. The evolutive capacity of the chatbots is 

therefore directly tied to content monitoring and to the compiling of new knowledge. 

Specifically, an analysis is made of the conversations the machine considers 

“unsuccessful,” i.e. the requests the chatbot is unable to assign answers to. Conversations 

characterized as “successful”, and again this is from the perspective of the machine, are 

the interactions that enable the chatbot to relate a question to one or more pieces of 

information. However, from the users’s point of view, the chatbot’s ability to connect a query 

with a response does not necessarily constitute a satisfactory conversation. One user we 

observed in a real-work situation commented on her actions and her feelings as she 

enquired about the company’s trademark registration. After first consulting other resources 

(Internet search, call to a colleague…), she asked the “virtual jurist” for assistance. The 

chatbot provided her with five answers, constituting, from the perspective of the machine, a 

successful conversation (real-life use situations observations). However, from the user’s 

perspective, the answers were not entirely satisfactory: they are related to her question but 

do not provide her with the information she is looking for. In one answer, for example, she 

was prompted to contact the legal department: “It’s asking me to contact the legal 

department. […] That’s what I expected. It is the legal chatbot, after all…” she remarks. Her 

assessment of the experience is therefore mixed: the chatbot provided answers related to 



her query but the answers did not contain the requested trademark registration information. 

But again, from the perspective of the machine, it was a successful conversation.  

At the end of the exchange, the user said she would like to give feedback, to 

contextualize her query and express how she feels about the interaction. The chatbot 

responded by asking, “Are you satisfied?” followed by “YES or NO.” Since the user’s 

experience is nuanced – she is neither entirely satisfied nor entirely dissatisfied – she 

decided to exit the page without leaving a comment. If no information on either the 

interaction context or the user’s impressions is provided, the chatbot supervisor will classify 

the conversation as successful and it will not be analyzed (see Figure 11). This absence of 

actor-to-actor communication is a failed opportunity to develop the system to better meet 

the end users’ needs. 

 

Requests that supervisors have a hard time interpreting. Ultimately, the users are not 

given the chance to provide chatbot performance feedback, and the satisfaction 

questionnaire often leads to supervisor confusion: “Do they [the users] say ‘no, not satisfied’ 

because the right answer was not provided or because they dislike the answer they were 

given?” (chatbot Supervisor interview). This lack of a dedicated space for user feedback 

further limits the chatbot’s evolutive capacity in that it influences whether or not the chatbot’s 

responses are considered relevant. Lastly, this absence of interpersonal communication 

 
1Translation :  
Speech bubble 1: I just asked him "what are the limits on trademark registration?"  
Speech bubble 2: [the chatbot answers] Do you mean: How many days per year must an autonomous manager work? What 
is the age limit for an administrator? What is the age limit for a president? How to protect an offer name? Who can file a 
complaint?  
Speech bubble 3: The chatbot has found answers. No need to analyze this conversation! It is successful! 

Figure 1  "Successful" conversations set aside for analysis 



complicates the work of the supervisors who often find themselves obliged to analyze 

conversations without any context whatsoever provided: “This is the request I am supposed 

to interpret: ‘Subcontractor.’  It’s impossible” (chatbot Supervisor interview). 

 

The end users want to be part of the chatbot improvement process. Even so, the end 

users are interested in taking part in the chatbot’s evolution: “I’d like to give it some 

feedback” (real-life use situations observations). Numerous comments on the company 

portal attest to the end users’ willingness to contribute to the chatbot’s evolution, beyond 

expressing their dissatisfaction with the lack of a dedicated quality assessment space 

(discursive analysis of the corpus). For example, one user wrote on a dedicated chatbot 

forum: “Hello, I just asked [the chatbot] a question about illegal subcontracting and received 

the following answer, ‘illegal favoritism’ […] Perhaps it’s some sort of a misunderstanding?”  

When asked about the comment, the author said it was a message meant to help the 

supervisors improve the chatbot’s performance: “I wanted to give the programmers and 

jurists feedback to help improve [the chatbot]. That’s why I posted the comment” (user 

interview). 

3.4 Unforeseen forms of use and promises of added value 

Back office data show that chatbot use is often quickly abandoned (discursive analysis of 

the corpus). For instance, at the time of its organization-wide rollout in January 2019, the 

law department chatbot recorded 600 interactions. By March that same year, the number 

had dwindled to 200 interactions a month.iii Nonetheless, the interviews and observations 

show the emerging uses had not been anticipated during the design phase. 

For example, the chatbot is mainly used by chatbot supervisors to analyze 

conversations, but it can be used as a monitoring tool to predict needs as well: “Once a 

month, it allows me to check my back office for conversations I may not be aware of, to see 

whether any employee comments come up when I enter keywords like ‘retirement,’ ‘reform,’ 

and so on”iv (chatbot Supervisor interview). 

On the business line end, the chatbot can be used to store and centralize information. 

The jurists, for example, use it to retrieve contract outlines (requests included in the 200 

interactions a month mentioned above) The business travel support team gradually started 

doing the same. Furthermore, the chatbot makes it possible to harmonize the answers 

provided to the users: “Legal matters entail a certain degree of interpretation, practices 

may vary from one site to another, as they do in every company. It’s [the chatbot’s 

harmonization capability] very reassuring for HR” (business lines interview). 

From the users’ perspective, the chatbot is seen as a tool allowing users to bypass 

existing channels to make anonymous requests. During one observation session, the 

user mentioned being uncomfortable with the idea of directly contacting a coworker, whose 



contact information had just been pulled up, to request a piece of legal information: “I’m not 

very keen on the idea of contacting this particular person since we’ve been out of touch for 

two or three years. […] So, here’s her file. Well, apparently, she’s a department head now, 

she’s a manager which makes it even more awkward. […] Well, I’d heard talk about the 

chatbot, so I think, “Why not! Maybe it will be able to help me get the information I need’’ 

(user interview). The chatbot is also perceived as a tool for storing and centralizing 

updated group-level information: “The problem, as we know, with [digital] records is that 

we each have a different version in six months’ time… […] If the records are not regularly 

updated, we stop using them in the end” (user interview). In addition, the chatbot is viewed 

as a good way of gaining greater autonomy, and especially as a way not to bother 

colleagues with too many questions: “I enjoy discussing things with my colleagues – it’s 

good way to learn – but I felt like I was taking up too much of their time, if I consulted them 

too often, they’d grow tired of all my questions, if I asked too many questions, they’d be less 

inclined to answer… I didn’t want to be a nuisance” (user interview). Lastly, the chatbot’s 

ability to expand the user’s initial query is another highly appreciated feature: “I entered 

‘image authorization.’ The chatbot […] reprocessed my request with two follow-up 

suggestions – under 18 or adult. I found this very useful. It pulled up two documents: one 

for people under 18 and one for adults. I was pleased with this because when you work in 

the industrial tourism sector, you tend to forget that there are people under 18, families with 

underage children. The authorization specifically concerns the parents and not the child, so 

I was satisfied with the exchange because it brought to my attention the existence of 

additional content” (user interview). 

DESIGN CONTRIBITIONS 

Our findings show that the chatbot design phase was mainly concerned with meeting the 

challenges of innovating and modernizing business entities. We believe that insights can 

be gained by creating a best practices framework for chatbot design in which the chatbot is 

considered not as an end but as a harnessed or potentially harnessable resource for actor 

activities across the sociotechnical system. It is particularly interesting to note that our 

ecological and developmental approach makes it possible to confirm recommendations 

identified in an experimental situation and specified in the Literature [3, 9, 18, 20, 22, 34, 

35], such as:  

• Clarify to user that the chatbot is software (not human); 

• Be clear about the chatbot's capabilities and disabilities so as not to create false 

expectations; 

• Allow user to interact with a human if necessary by offering, for example, contacts 

of available and competent people; 

• Help the user understand the origin of chatbot mistakes. 



 

The contribution of our study is ultimately to show that a developmental and ecological 

approach makes it possible to provide results of a different nature, such as the creation of 

new tasks as a result of the chatbots and the ongoing management work involved, 

alongside the usefulness of ongoing user feedback. This is a novel area, HCI research often 

only considers the initial implementation. It is important to consider the ongoing 

management, maintenance and iterative improvement challenges that are faced when 

chatbots (and indeed other systems) are deployed in work environments. 

On the other hand, observing real situations leads to the following recommendations: 

• Allow the user a plurality of interaction methods (in particular the reproducibility 

of practices such as keyword requests); 

• Make the chatbot easily accessible in the existing workspace. 

 

Moreover, the diverse profiles of the members of the sociotechnical system orchestrated 

by the chatbot need to be examined, as do the interpersonal transactions that occur within 

the system. Indeed, an unusually wide variety of users are drawn into the chatbot’s orbit, 

owing especially to the large amounts of data required to power AI, which still partially 

depend on the intervention of human agents. A user group-centered approach is therefore 

recommended to allow the bolstering of interpersonal transactions among the various 

sociotechnical system actors by identifying, from the user’s perspective, what is considered 

a relevant response. Such an approach allowed us to show the existence of the gulf 

between the human perspective and that of the machine, in terms of what constitutes a 

“successful conversation.” Furthermore, it reveals the diverse identities of the users covered 

by the blanket term “user,” who need to be considered during the design phase. Supporting 

spaces of expression between the different types of users (chatbot users and supervisors 

for example) will allow to contextualize the requests (even the requests considered today 

as "successful") in order to make the chatbot always more relevant by in relation to user 

needs.  

 

The need to implement solutions centered on the evolutive nature of human-chatbot 

interaction. Chatbot implementation projects present a dilemma: should chatbots be 

introduced as finished systems capable of providing innovative, high-performance 

solutions, or as systems “in-the-making?” In the first case, the designers and project 

managers wait to deploy the system at a very advanced stage. But to be relevant from the 

agents’ perspective and to hone the chatbot’s knowledge, the chatbot needs to learn from 

stored interaction data. We therefore recommend the second option: to test the prototype 

early on, so that it can accumulate data quickly and be developed to best meet the agents’ 

needs. The drawback here is that it might discourage the agents, whose initial experience 

with a system “under development” may lead them to quickly abandon the technology and 



not to return to it at a later date. In the second case, the chatbot’s technical capabilities, and 

in particular its evolutive capacity, need to be clearly presented so that users know what it 

can (and cannot) do. Particular emphasis should be placed on the user’s contribution as an 

actor in the design process. This is particularly true for the agents, who have little to do with 

the design process and who may be unaware of the system’s operating logic. To fully 

include them in the design process loop, a space is required for providing feedback and to 

contextualize their requests after each interaction. 

It is true that some of these recommendations may seem trivial to the HCI community. 

Nevertheless, this empirical study shows how important it is to make them explicit in the 

industrial world in which they still struggle to be considered. 

DRAWBACKS AND PERSPECTIVES 

The need to implement solutions centered on AI relevance. Different forms of chatbot use 

raise the question of whether it is relevant to integrate AI into chatbots or not. Some 

emerging practices (storing information and documentation, processing anonymous 

requests) do not in fact require the integration of learning algorithms. Nevertheless, other 

practices could be improved through AI technologies, collecting agent feedback, for 

example. The advantage in this case would be to have a tool capable of progressively 

finetuning its own assessments so as to help the supervisors select the content to be 

created and stored for the agents. We believe that approaching design as a usage-based 

enhancement loop allows AI to be considered as a useful systems addition, and not as an 

end goal. 

For businesses, the financial and strategic stakes of a chatbot implementation project 

are extremely high. Not only are chatbots a time- and money-saving business solution, they 

are indicative of a forward-looking company driven by innovation. Design processes 

implemented in a short-term timeframe but periodically involving the business lines (in 

choosing the chatbot interface, for example) give the illusion of a design process built 

around a user-centered project, making the intervention of UX professionals appear 

unnecessary. Our study shows that factors like these make it difficult to consider the various 

actors of the sociotechnical system. We therefore recommend the integration of design 

processes early on for future chatbot implementation projects. 

The results of this study have been made available to all parties concerned. Meetings 

will be held in the coming months to further document the implementation of the 

recommendations, their impact on the design process, and the ways in which the chatbots 

are used by different user categories. 



CONCLUSION 

The results of our empirical study show that chatbots do not replace human activity but 

rather disrupt it and transform it. It is urgent today that data based on user activity be put 

back into the design process, as organizations driven by a distorted vision of task 

automation continue to cut back on human resources. It is therefore necessary to reconsider 

chatbots as a means for supporting human activity (rather than an end), namely by basing 

design on real user experiences, by including all members of the sociotechnical system in 

the design process, and by integrating emerging forms of use from the start of the chatbot 

implementation project. Such a shift will enable a better understanding of the relevance of 

AI, by framing it as a positive contribution to the activities of sociotechnical system actors: 

agents, supervisors, lines of business. This same shift moreover will make it possible to 

break with the trend of innovation-driven chatbot design. 
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i The names of the three chatbots were changed here for reasons of confidentiality. 

ii Chatbots are designed for internal use. “Company agents” therefore refer to staff members who use chatbots. For greater 

readability, the term “agent” will be used throughout. 

iii We must keep in mind that it is a group with nearly 150 000 employees. 
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